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Introduction
In recent decades, significant advancements have been 
made in information and communication technology 
(ICT) and the internet of things (IoT), enabling the 
improved collection, storage, and analysis of medical 
data, thereby enhancing patient care. One important 
application of these technologies is the detection and 
prediction of cancerous diseases. Given the importance 
of early diagnosis and prompt treatment of cancer, the 
development and utilization of artificial intelligence 
models for cancer detection and prediction are highly 
significant. There are many methods for early disease 
detection, including computational methods and artificial 
intelligence-based approaches. A comprehensive study on 
artificial intelligence methods in healthcare and remote 
care has been conducted.1 In this research, the use of 

machine learning methods along with data collection 
through the Internet of Things has been investigated. 
Generally, in this field, we face many challenges such 
as data quality issues, data unavailability, validation 
and clinical acceptance, and the generalizability and 
interpretability of machine learning models.

In this context, the creation of a machine learning model 
for diseases detection based on medical data obtained 
from the IoT can be a significant step towards improving 
preventive care systems. This model has the capability to 
collect, parse, and analyze medical data in real-time and, 
leveraging machine learning algorithms, can accurately 
and quickly diagnose cancerous diseases. In this article, 
we investigate existing methods in the field of diseases 
diagnosis and prediction, introduce deep learning models, 
and implement a transformer model for cancer detection 

*Corresponding author: Haiyan Shang, Email: 1335207640@qq.com
# Both authors contributed equally to this work as first authors. 

 © 2025 The Author(s). This work is published by BioImpacts as an open access article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/4.0/). Non-commercial uses of 
the work are permitted, provided the original work is properly cited.

ccess
PPuubblliisshh  FFrreeee

PRESS

TUOMS
BioImpacts

B
PRESS

TUOMS

BioImpacts

B

Abstract
Introduction: In recent years, advancements 
in information and communication 
technology (ICT) and the internet of things 
(IoT) have revolutionized the healthcare 
industry, enabling the collection, analysis, 
and utilization of medical data to improved 
patient care. One critical area of focus is the 
development of predictive care systems for 
early diagnosis and treatment of cancer and 
disease.
Methods: Leveraging medical IoT data, 
this study proposes a novel approach based 
on transformer model for disease diagnosis. In this paper, features are first extracted from IoT 
images using a transformer network. The network utilizes a convolutional neural network (CNN) 
in the encoder part to extract suitable features and employs decoder layers along with attention 
mechanisms in the decoder part. In the next step, considering that the extracted features have high 
dimensions and many of these features are irrelevant and redundant, relevant features are selected 
using the Harris hawk optimization algorithm. 
Results: Various classifiers are used to label the input data. The proposed method is evaluated 
using a dataset consisting of 5 classes for testing and evaluation, and all results are provided into 
tables and plots. 
Conclusion: The experimental results demonstrate that the proposed method acceptable 
performance compared to other methods.

Article Type:
Original Article

Article History:
Received: 24 Jul. 2024
Revised: 11 Sep. 2024
Accepted: 23 Sep. 2024
ePublished: 4 Dec. 2024

Keywords:
Cancer diagnosis 
Transformer model 
Medical IoT data 
Clinical measurement 
Predictive care systems 
Deep learning

Article Info

https://doi.org/10.34172/bi.30640
https://bi.tbzmed.ac.ir/
https://orcid.org/0009-0006-8883-9792
https://orcid.org/0009-0000-4394-4528
https://orcid.org/0009-0005-8041-5074
mailto:1335207640@qq.com
http://creativecommons.org/licenses/by-nc/4.0/
http://crossmark.crossref.org/dialog/?doi=10.34172/bi.30640&domain=pdf


Li et al

BioImpacts. 2025;15:306402

based on medical data obtained from the IoT.1,2,3 This 
model could lead to remarkable improvements in the 
early detection of cancerous diseases and the provision 
of active preventive care for patients. Machine learning 
methods based on fuzzy clustering have been utilized for 
the identification and diagnosis of lung cancer.2 In the 
proposed method, lung cancer images are segmented into 
different regions using fuzzy clustering. Then, in the next 
stage, lung cancer detection is performed using machine 
learning methods such as decision trees and association 
rule mining.

In another approach for lung cancer detection, both 
CT data and IoT have been utilized.3 In this article, the 
data obtained are divided into two categories, benign 
and malignant, using a multi-layer convolutional neural 
network (CNN) network. The results indicate that 
the proposed method has a 2.5% increase in accuracy 
rate compared to other methods. Recently, the use of 
IoT data has gained significant attention. Lung cancer 
identification and diagnosis have been achieved using 
these data and ensemble learning models.4 Various text 
classification methods on recurrent neural networks 
have been employed in this article. A team of researchers 
identified tumors using the IoT, medical images, and 
improved machine learning methods.5 In this study, 
images were classified by machine learning models after 
analysis. The results indicate that in the dataset used, the 
detection rate of the proposed method is 94.12%. A large 
dataset has been identified by the IoT.6 In order to utilize 
this vast amount of data and identify various diseases 
including lung cancer, quantum computing has been 
employed for computations. Salman and colleagues have 
identified various diseases using IoT data and machine 
learning methods.7 IoT data and machine learning 
methods have been utilized for cancer detection.8 In this 
article, after obtaining data from various devices, machine 
learning methods have been used for preprocessing and 
cancer detection. The classification models used in this 
study include decision trees, Bayesian learning, support 
vector machines, and others.

The problem with classical machine learning methods 
is that models may not generalize well and can suffer 
from overfitting. Additionally, the feature extraction 
phase in these methods, often involving images, is costly 
and challenging. Suitable feature extraction requires 
significant expertise and knowledge, and extracted 
features may not always perform optimally. To address 
these issues, recent focus has shifted towards deep learning 
methods.9-15 Unlike classical machine learning methods, 
deep learning methods do not require explicit feature 
extraction. CNNs have been used for cancer diagnosis.12 

However, deep learning methods face challenges such as 
high-dimensional feature spaces in deep networks. To 
tackle this, a method combining feature selection and 
deep learning has been proposed for the classification of 

medical images and IoT data.13 Selecting an appropriate 
architecture in deep networks is also a challenge that 
can vary based on the type and quantity of data. A 
comprehensive review of deep learning methods for 
medical image classification has been presented in the 
literature.14

In addition to CNNs, transformers have recently 
gained significant attention. These networks consist 
of two structures, encoder and decoder. Unlike CNNs, 
these architectures are more straightforward. Attention 
mechanisms have been employed in the layers of these 
two structures.16 Transformer-based methods have been 
used for extracting information from medical images.17 
In this approach, the input image is fed into the encoder, 
and then the desired information is extracted using the 
decoder. For breast cancer classification, the use of deep 
learning methods and transformers has been highlighted.18 

Transformers with attention mechanisms and multi-
head attention structures have been used for classifying 
various diseases.19 The results indicate that the proposed 
method performs acceptably compared to other methods. 
However, these methods still face many challenges such 
as the following:

Model interpretability: Deel learning models are known 
for their complexity, which can hinder interpretability. 
Understanding how the model makes predictions and 
translating those insights into actionable clinical decisions 
is essential for clinical adoption and trust.

Handling imbalanced data: Imbalanced datasets, where 
instances of cancer cases are significantly outnumbered 
by non-cancer cases, can bias the model's predictions. 
Developing strategies to address class imbalance and 
prevent model bias is crucial for accurate cancer diagnosis.

Real time processing and latency: Medical IoT data often 
require real-time processing to support timely clinical 
decision-making. Minimizing latency while maintaining 
model accuracy and efficiency poses a challenge, especially 
when dealing with large-scale data streams.

Model generalization: Ensuring the generalization of the 
transformer model across different patient demographics, 
healthcare settings, and types of cancer is essential for 
its applicability in diverse clinical scenarios. Robust 
validation and testing methodologies are needed to assess 
model performance across varied contexts.

Addressing these challenges requires collaboration 
among multidisciplinary teams comprising data scientists, 
healthcare professionals. By overcoming these hurdles, a 
cancer diagnosis transformer model based on medical 
IoT data can significantly enhance predictive care systems 
and improve cancer detection and treatment outcomes. 
The structure of the article will be as follows. In the 
next section, the proposed method, which includes 
Transformer networks for feature extraction and the 
Harris Hawk Optimization algorithm for feature selection, 
will be detailed. In the third section, the performance 
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of the proposed method will be examined from various 
perspectives, and the evaluation results will be analyzed. 
Finally, the concluding remarks will be presented in the 
final section.

Methods
In this section, a proposed method based on deep 
learning and feature selection is presented for lung disease 
detection. Given the challenges of feature extraction and 
engineering in medical image diagnosis, this paper utilizes 
transformer-based deep learning methods to extract 
suitable features from IoT data. To achieve this, images 
are used to training transformer networks and feature 
extraction. Due to the high dimensionality of features 
at this stage, the Harris Hawk Optimization method is 
employed to identify and select important features. Then, 
in the next stage, classification and disease identification 
are performed using machine learning methods. The 
general steps of the proposed method are illustrated 
in Fig. 1. Further details of the proposed method are 
explained below.

Feature extraction step
In the proposed method, images are initially collected 
from various sensors. These data are then used for 
training transformer networks and feature extraction. 
Transformers are based on an encoder-decoder 
architecture, consisting of a stack of encoders connected 
to decoders. The key difference between transformers 
and autoencoders lies in the self-attention mechanism 
subblocks, which establishes relationships between 
tokens and assigns values to each. Transformers have 

two main components: encoder and decoder blocks, each 
with distinct responsibilities. Encoders transform the 
input data (tokens) into a format called the latent space. 
Then, decoders transform the data from the latent space 
into the output space. Fig. 2 illustrates the details of the 
transformer network. 

The proposed method utilizes a combination of 
encoder-decoder structures and attention mechanisms. 
The architecture of this model is such that, initially in the 
encoder part, a convolutional network extracts features 
from the images. In this part, successive convolutional 
layers extract various features. The convolutional 
network starts by resizing the input image to a fixed size 
of 64x448 using max pooling, which helps in reducing the 
spatial dimensions while retaining important features. It 
first resizes the input image into 64x448 using the max 
pooling method, then splits the image into a sequence 
of 16x16 patches by passing it through a hybrid CNN 
encoder. The hybrid CNN encoder combines traditional 
convolutional layers with advanced techniques such as 
dilated convolutions or residual connections to enhance 
feature extraction. The output of this section is a sequence 
of images with dimensions of 16x16. The details of this 
part are illustrated in Fig. 3.

The decoder section consists of 6 decoder layers. 
Each decoder layer performs operations such as self-
attention and cross-attention, which allow the model 
to focus on different parts of the input sequence and 
the encoded features. As illustrated in Fig. 2, each layer 
has 3 sub-layers. In the decoder, residual connections 
along with normalization are applied to each sub-layer. 
Residual connections help in preventing the vanishing 

Fig. 1. Overview of the proposed method's stages.
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gradient problem by allowing gradients to flow through 
the network more effectively, while normalization layers 
stabilize and accelerate training. Additionally, masking is 
employed in the decoder to ensure that predictions are 
based on previous data. This masking technique prevents 
the model from accessing future information during 
training, which is crucial for tasks involving sequential 
data.

The attention mechanism is a crucial component of 
transformer networks. This function maps a query and 
a set of key-value pairs, which correspond to an input. 
In attention mechanisms, the query vector represents 
the current focus of the model, while the key-value pairs 
provide context from the input data. The attention scores 
are computed as a weighted sum of these values based on 
the similarity between the query and the keys. The query, 
keys, and values are all vectors. This function is computed 
using the following relationship.

( )Attention , , softmax
T

k

QKQ K V V
d

 
=   

                           (1)

In transformer networks, multi-head attention is used 
to extract different information from input data. Multi-
head attention is a feature of transformers that processes 
inputs simultaneously and in parallel. This mechanism is 
based on the following relationship.

( ) ( )
( )
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Fig. 2. Details of the Transformer network used for feature extraction.

Fig. 3. Convolutional network architecture used in feature extraction phase.
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Each decoder layer includes a fully connected feed-
forward sublayer, which is applied independently and 
uniformly to each position. This sublayer consists of two 
linear mappings with a ReLU activation function between 
them. Formula 3 illustrates it.

( ) ( )1 1 2 2FFN 0,x max xW b W b= + +                                  (3)

After applying the encoder and generating images 
with dimensions of 16 by 16, to enable the model to have 
information about the order of the images, such as the 
relationships between tokens and their exact positions, 
positional encoding is added at the beginning of the 
decoder. In this model, formula 4 is used.

( ) ( )
( ) ( )
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2 /
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pos /10000

pos /10000
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i d
pos i

PE sin

PE cos+

=

=
                                  (4)

In the mentioned formula, "pos" represents the position, 
and "i" represents the token dimension. In this formula, 
each dimension of positional encoding is associated with 
a sinusoidal wave.

In our study, the parameters for the deep learning 
and optimization models were determined using a trial-
and-error approach. We systematically adjusted key 
parameters such as learning rate, batch size, number of 
layers, and optimization algorithms through iterative 
testing. Each parameter setting was evaluated based on 
its impact on model performance, including accuracy 
and generalization capability. Although we did not utilize 
formal optimization techniques like grid search, random 
search, or Bayesian optimization, this empirical method 
proved effective in fine-tuning our models. By assessing 
various parameter configurations and their effects on the 
model, we identified optimal settings that significantly 
enhanced performance. We will include a detailed 
description of this parameter tuning process in the 
revised manuscript to provide a clearer understanding of 
how different parameters influenced the model's accuracy 
and robustness. Also, we utilized a server equipped with 
64 GB of RAM and an NVIDIA GeForce RTX 3060 GPU 
with 12 GB of VRAM. The GPU was chosen for its balance 
between performance and cost-effectiveness, which is 
suitable for training medium-sized models. Additionally, 
the server runs on a Linux-based operating system and 
uses popular deep learning frameworks such as PyTorch, 
and SKlearn optimized for GPU acceleration. This setup 
provides sufficient computational power for running 
experiments and fine-tuning models while maintaining 
manageable resource consumption.

Feature selection step
In the previous stage, the high dimensionality of extracted 
features from medical images leads to challenges such 

as overfitting of machine learning models and increased 
computational burden. Therefore, there is a need to select 
appropriate and effective features. In the second stage 
of the proposed algorithm, an improved version of the 
Harris Hawk algorithm is utilized for selecting relevant 
features. Using the evolutionary improved Harris Hawk 
algorithm and the features extracted in the previous 
stage, an attempt is made to select effective and relevant 
features. To employ this method, the structure and initial 
values of the Harris Hawks need to be specified. For this 
purpose, initially, irrelevant features are filtered out using 
correlation criteria. This approach reduces the search 
space to find the best subset of features. The Harris Hawk 
Optimization algorithm was chosen for feature selection 
due to its ability to perform global search effectively and 
avoid local optima. It efficiently navigates the search 
space to identify optimal features, and its flexibility and 
robustness make it well-suited for handling complex 
feature selection tasks, ultimately improving the model’s 
accuracy and performance.
Initializing particles
To generate each particle (referred to as a Harris Hawk 
in this context), a set of randomly selected non-repetitive 
features is chosen from the preserved features that were 
obtained during the filtering stage. This means that from 
the set of features that passed the initial filtering process, a 
random subset is selected to form a particle, ensuring that 
no feature is chosen more than once within that particle.

Each particle represents a possible solution and consists 
of a random selection of features from the dataset. The 
number of features included in a particle depends on the 
dimensionality of the dataset, meaning the total number 
of available features after the filtering stage. This process 
of feature selection for particles allows the algorithm to 
explore different combinations of features to identify the 
most effective subset for the given task.

Fig. 4 illustrates the structure of these particles. The 
numbers inside the cells of Fig. 4 represent the specific 
features that have been selected for each particle. For 
example, if a cell contains the number "3," it indicates that 
the third feature from the dataset has been chosen as part 
of that particle's feature subset. This visual representation 
helps in understanding how each particle (Harris Hawk) 
is composed of different combinations of features.

After generating the initial particles, the fitness 
(accuracy) of each hawk in the initial generation is 
calculated. Since the proposed feature selection method 
is based on wrapper techniques, the classifier used in this 
stage is the rotation forest method.
Stop condition
The algorithm can terminate under various conditions. 

417    77 892 3200 86 11 20 

 

 

 

Fig. 4. The structure of particles in the proposed method.
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One condition is a specified number of iterations 
determined by the user. In this paper, after evaluating the 
results obtained, an optimal number of iterations of 400 
has been used based on the dataset. Another termination 
condition is when the average fitness of particles does 
not change significantly over several generations. If the 
average fitness of particles remains stable over several 
iterations, the algorithm terminates.
Applying the Harris Hawk algorithm 
The Harris Hawk algorithm consists of three phases: 
exploration, exploitation, and extraction. In each 
phase, the hawks simulate their attack on prey using 
mathematical relationships. In this algorithm, based on 
the fitness function, the best particle in each generation 
is recognized as the prey, and the other hawks in that 
generation attempt to attack it. At the beginning of each 
iteration, the algorithm enters one of the execution phases 
based on the prey's energy.

In each phase of the Harris Hawk algorithm, random 
values such as the probability of hawks perching, the 
probability of prey escaping, remaining energy, and prey's 
jumping power are generated. Based on these values, the 
algorithm enters one of the phases. It's noteworthy that the 
energy, escape probability, and jump power of the prey are 
functions of the number of algorithm iterations; meaning, 
these values decrease over time. Depending on which phase 
the algorithm enters, the values of all particles' features are 
updated, and the fitness function is recalculated. In each 
phase, the values of all hawks' features for a generation are 
updated according to formulas 5 to 17.

Exploration phase: In the Harris Hawk Optimization 
(HHO) algorithm, Harris's hawks settle in some random 
locations according to two strategies and wait for prey 
detection. If we consider the probability of settling for 
each strategy as equal to 𝑞, the hawks choose their seating 
positions based on the location of other family members 
(so that they are close enough) and also the position of the 
prey according to Equation 5.

( )
( ) ( ) ( )
( ) ( )( ) ( )

1 2

3 4

2                         0.5
1

(        0.5
rand rand

rabbit m

X t r X t r X t q
X t

X t X t r LB r UB LB q

 − − ≥+ = 
− − + − <      (5)

In this equation, 𝑋(𝑡 + 1) represents the vector of hawk 
positions in iteration 𝑡 + 1, 𝑋rabbit(𝑡) represents the 
position of the rabbit (prey), 𝑋(𝑡) represents the current 
vector of hawk positions, 𝑟1, 𝑟2, 𝑟3, 𝑟4, and 𝑞 are random 
numbers in the range (0, 1). LB and UB represent the 
lower and upper bounds of the variables, respectively. 
𝑋rand(𝑡) is a randomly selected hawk from the current 
population. 𝑋𝑚 represents the average position of hawks 
in the current population, calculated according to the 
following equation.

1

1( ) ( )
N

m i
i

X t X t
N =

= ∑                                                            (6)

In this equation, 𝑋𝑖(𝑡) represents the position of each 
hawk in one iteration, and 𝑁represents the total number 
of hawks.

Transition from the exploration phase to the extraction 
phase: The HHO algorithm can transition from the 
exploration phase to the exploitation phase, and then 
based on the escape energy of the prey, it can adopt 
different extraction behaviors. The energy of prey 
significantly decreases during escape. To model this 
problem, the energy of the prey is represented as follows.

E = 2 E0 (1- t
T

)                                                                       (7)

In this equation, 𝐸 represents the escape energy of the 
prey, 𝑇 denotes the maximum number of iterations, and 
𝐸0 is the initial energy of the prey. The escape energy 𝐸 
follows a descending trend during iterations. When the 
∣𝐸∣ ≥ 1, the hawks search different regions to discover 
the prey's position. When ∣𝐸∣ < 1, the algorithm attempts 
to identify the neighborhood of solutions during the 
extraction steps. In summary, the exploration operation 
occurs when ∣𝐸∣ ≥ 1, while the extraction operations take 
place in subsequent steps when ∣𝐸∣ < 1.

Extraction phase: In this phase, based on the prey escape 
behaviors and pursuit strategies of Harris's hawks, four 
strategies have been proposed in the HHO algorithm 
to model how attacks are carried out. Let's assume that 
𝑟 represents the probability of successful ( 𝑟 < 0.5) or 
unsuccessful ( 𝑟 ≥ 0.5) prey escape before a surprise attack 
occurs. Depending on the behavior exhibited by the 
prey, Harris's hawks execute either a soft or hard besiege 
operation to capture the prey.

Soft besieging: When the escape probability 𝑟 ≥ 0.5, the 
prey (rabbit) still has sufficient energy and tries to confuse 
the hawks with random jumps. During these attempts, 
Harris's hawks gently encircle the prey, making it more 
tired, and then execute the final surprise attack. This 
behavior is based on the lower-level rules modeled.

X(t + 1) = ∆ X(t) -E | J Xrabbit (t) – X(t) |                               (8)

∆ X(t) = Xrabbit (t)-X(t)                                                         (9)

In this equation, Δ𝑋(𝑡) represents the difference between 
the rabbit's position vector and the current position at 
iteration 𝑡. Additionally, 𝑟5 is a random number in the 
range of (0, 1), and 𝐽 = 2(1−𝑟5) indicates the power of 
the rabbit's random jump during the escape process. The 
value of 𝐽 changes randomly in each iteration to simulate 
the natural conditions of the rabbit's movements.

Hard besieging: When 𝑟 ≥ 0.5 and ∣𝐸∣ < 0.5, indicating 
that the prey is tired and has low escape energy, the 
Harris's hawks tightly encircle the prey to eventually 
execute a surprise attack. In these circumstances, the 
current states are updated using Equation (10):
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X(t + 1) = Xrabbit (t) -E| ∆ X(t) |                                           (10)

Soft besieging with fast dives: When ∣𝐸∣ ≥ 0.5 but 𝑟 < 0.5, 
indicating that the prey still has enough energy to escape, 
and soft besiege is employed before the surprise attack. In 
this phase, for executing the soft besiege, we assume that 
the hawks can evaluate their next move based on the rule 
described by equation (11).

Y = Xrabbit (t) – E | J Xrabbit (t) – X(t)|                                  (11)

They then compare the potential outcomes with the 
previous action to determine whether the next move (a 
hawk's) could be a good one or not. If the next move is 
deemed unreasonable (when they observe that the prey 
is making more evasive movements), they also resort to 
unusual and rapid maneuvers as they approach the rabbit, 
based on equation 12.

Z = Y + S * LF(D)                                                                   (12)

In this equation, 𝐷 represents the dimension of the 
problem, and 𝑆 is a random vector with size 1 × 𝐷. In this 
context, 𝐿𝐹 denotes the Levy flight, which is calculated 
using equation (13).

1

1 1( )
2

(1 )*sin( )* 2( ) 0.01* ,
1 * *2

2

LF x
v β

π
µ σ σ

β

β−

 β
ϒ +β 

= =  
+β γ( ) β 

 

    (13)

In this equation, 𝑢 and 𝑣 are random values in the interval 
(0, 1). 𝛽 is a constant value equal to 1.5. Based on this, the 
final strategy for updating the positions of the hawks in the 
soft besieging phase is expressed by equation (14).

( ) ( ) ( )
( ) ( )

                                  (
1

                                  (
Y if F Y F X t

X t
Z if F Z F X t
 <+ =  <     (14)

In this equation, 𝑌 and 𝑍 are calculated using equations 
(13) and (14) respectively.

Hard besieging with fast dives: When ∣𝐸∣ < 0.5 and 
𝑟 < 0.5, the rabbit will not have enough energy to escape. In 
these conditions, before the ambush attack, a hard besiege 
is conducted. In this phase, the situation at the prey side 
is similar to a soft besiege, but this time, the hawks try 
to reduce the average distance between their positions 
and the prey. Therefore, in hard besiege conditions, the 
following rule is applied: 

( ) ( ) ( )
( ) ( )

                                  (
1

                                  (
Y if F Y F X t

X t
Z if F Z F X t
 <+ =  <     (15)

In this equation, Y and Z are calculated using the 

following new rules:

Y = Xrabbit (t) – E | J Xrabbit (t) – Xm (t) |                             (16)

Z = Y + S * LF(D)                                                                 (17)

In this equation, Xm(t) is calculated using equation 
(2). In each phase, if a new feature generated according 
to the desired formula is out of range or redundant, a 
new feature is replaced with the previous one from the 
best fit. This problem aims to search for optimality in the 
entire problem space. At the end of each phase, if any of 
the updated hawks have a better fitness value compared 
to the prey, they are selected as the prey, and the hawks 
of the next generation attempt to capture this prey. The 
accuracy of each hawk is calculated based on different 
classifiers. Pseudo code for the proposed method is shown 
in Fig. 5.

Final prediction
In the final section, dedicated to classification, for better 
model evaluation, the data is divided into k-fold (where 
in this study, k = 10 is considered), and then the data is 
fed into various classifiers. Different classifier models are 
trained based on the data and selected features from the 
previous stage. The classifiers used include SVM, MLP, 
Random Forest, and XGBoost.

Results
Dataset
The proposed method has been evaluated on an online 
dataset consisting of four diseases and one normal class, 
totaling 19,893 CT images. These images are from various 
SARS-CoV-2 CT datasets, including 2482 COVID-19 
and 1252 non-COVID-19 images. Pneumonia images are 
collected from the COVIDx-CT dataset, comprising 4273 
pneumonia and 1,583 normal images. The tuberculosis 
images consist of 501 aberrant and 501 normal samples. 
The lung cancer image dataset is extracted from the 
Cancer Imaging Archive (CIA), containing 5,043 CT scan 
images. The data were obtained from publicly available 
sources with proper permissions, and efforts were 
made to ensure data quality and integrity. Challenges 
encountered included dealing with variations in imaging 
protocols, discrepancies in data formats, and ensuring 
consistency across heterogeneous datasets. Ethical 
considerations were addressed by following the data use 
agreements and anonymizing patient information. The 
model's adaptability to different real-world environments 
was assessed by testing its performance on these diverse 
datasets, demonstrating its practical applicability. Details 
of the dataset are shown in Table 1.

Evaluation metrics
To evaluate the proposed system, various methods are 
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available. Accuracy and classification error are the main 
evaluation criteria related to classification and prediction 
of samples in the training phase. The evaluation metrics 
used for assessing classification models based on the 
confusion matrix ((true positives, false negatives, false 
positives, true negatives)) include the following:

Accuracy = 
   TP TN

TP TN FN FP
+

+ + +
                                   (18)

Sensitivity =  TP
FN TP+

                                                       (19)

Specificity =    TN
TN FP+

                                                       (20)

F – Score = 
( )

2*
2*TP  FP FN

TP
+ +

                                   (21)

In order to train and test the proposed method, the data 
is divided into two sets: training and testing. This division 
should be done properly so that data from different classes 
are equally represented in both sets. For this purpose, in 
Fig. 6, the selection of data for the training and testing 
sets for different classes based on principal component 
analysis is illustrated. As shown, the data is appropriately 
divided into the training and testing sets.

 

 
 
Input: Dataset 
Output: One sample with the best features 
////////// filter phase////////// 
-Weigh features of dataset according to F-Score algorithm 
-Keep high weights according to dimensions of dataset 
////////// generate generation////////// 
-Generate the first generation among selected features randomly from the previous step 
-for (each hawk (Xi)) do 
 -calculate the fitness of sample 
 -While (fitness<0.65) do 
-select one random feature and replace it 
-calculate the fitness of sample 
////////// hho phase////////// 
-While (stopping condition is not met) do 
 -for s=2 to number_of_samples do 

 Calculate the fitness values of hawks 
Set Xrabbit as the location of rabbit (best location) 
for (each hawk (Xi)) do 

Update the initial energy E0 and jump strength J ▷ 
E0=2rand()-1, J=2(1-rand()) 
Update the E 
if (|E|≥ 1) then ▷ Exploration phase 

Update the location vector  
if (|E|< 1) then ▷ Exploitation phase 

if (r ≥0.5 and |E|≥ 0.5) then ▷ Soft besiege 
Update the location vector  

else if (r ≥0.5 and |E|< 0.5) then ▷ Hard besiege 
Update the location vector  

else if (r < 0.5 and |E|≥ 0.5) then ▷ Soft besiege with progressive rapid dives 
Update the location vector  

else if (r < 0.5 and |E|< 0.5) then ▷ Hard besiege with progressive rapid dives 
Update the location vector 

 
 Fig. 5. Pseudocode of the proposed feature selection algorithm.

Table 1. Details of the dataset used

Class Database Train Test Total

Pneumonia COVIDx-CT 3419 854 4273

Tuberculosis PTB 401 100 501

Covid-19 SARS-CoV-2 CT 1986 496 2482

Lung cancer CIA 4355 1088 5043

Normal - 4302 1292 5594
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Also, we used 10-fold cross-validation for evaluating the 
model. This approach involves dividing the dataset into 
10 subsets, where each subset serves as a test set while the 
remaining 9 subsets are used for training. This method 
helps in assessing the model’s performance more robustly 
by providing a comprehensive evaluation across different 
portions of the data.

For evaluating the proposed method, since feature 
selection is one of its crucial steps, in the initial 
assessment, various evaluation metrics for different 
classifiers such as SVM, deep neural network (DNN), 
random forest (RF), and XGBoost are calculated on the 
dataset without feature selection. The results obtained are 
shown in Table 2. As evident, the detection rates of all 

Fig. 6. The distribution of training and testing data after dimensionality reduction using PCA.

Table 2. Evaluation of different classifiers into the dataset with and without feature selection

Dataset Classifier
Without With

Acc (%) Sp (%) Sn (%) F1-score Acc (%) Sp (%) Sn (%) F1-score

Pneumonia

SVM 73 68 86 87 97 95 97 97

RF 91 93 93 93 98 96 98 98

XGBoost 93 94 92 93 98 97 98 98

DNN 87 89 89 89 96 95 97 96

Tuberculosis

SVM 83 85 84 85 97 95 98 96

RF 89 91 92 92 97 96 98 97

XGBoost 89 92 91 92 98 96 99 98

DNN 84 86 86 86 96 95 97 96

Covid 19

SVM 59 58 61 63 96 95 98 98

RF 90 93 93 94 97 97 99 99

XGBoost 94 94 93 93 98 98 99 99

DNN 69 82 87 87 96 95 98 98

Lung cancer

SVM 66 68 69 69 98 97 98 97

RF 90 92 91 91 99 98 99 97

XGBoost 93 94 97 97 99 98 99 98

DNN 78 69 88 88 98 97 98 97

Normal

SVM 65 64 66 66 97 96 98 98

RF 91 93 91 91 98 97 99 98

XGBoost 92 93 95 95 98 99 99 99

DNN 72 58 86 86 97 96 98 97
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models were not satisfactory. This is because the presence 
of high dimensions causes machine learning models to 
suffer from overfitting issues. This occurs because many 
extracted features are irrelevant and redundant.

Given that feature extraction is performed by a 
transformer network, in order to examine the convergence 
and proper training of the network, the loss values for the 
training and evaluation datasets are depicted in Fig. 7 
over 100 iterations. As evident, the training process of the 
network was conducted properly. Therefore, the extracted 
features were deemed suitable.

Due to the presence of redundant features and the high 
dimensionality of the dataset, which can lead to decreased 
performance of machine learning models, in this stage, 
appropriate and important features are selected using 
Harris Hawk optimization methods. Machine learning 
models were then trained and tested using these selected 
features. The results of this experiment are shown in Table 
2. As evident, the detection rates and other evaluation 
metrics have increased for most models. Selecting 20 
features has ensured that only relevant and discriminative 
features are used in training and testing the models, while 
redundant and irrelevant features are discarded. 

Furthermore, for better evaluation of the model in 
classifying imbalanced data, ROC curves for two classifiers, 
RF and XGBoost, have been plotted for different classes 
in Fig. 8. As evident, the proposed model was able to 
effectively distinguish between different classes. It also 
demonstrates that the classifiers were not biased towards 
a particular class.

To investigate the convergence trend of the proposed 
method, the maximum and average fitness functions 
of the hawks are shown over 40 iterations. As evident 
in Fig. 9, during the algorithm's execution, the average 
fitness function of the hawks converges towards its final 
value. Therefore, it can be demonstrated that the selected 
features are appropriate.

Comparison 
In our study, we compared our proposed method with 
several existing approaches including Deep Learning, 

DCNN, CNN, AE-CNN, VDSNet, eKNN with ACO, 
Ensemble Learning, and 3DDCNN. Deep Learning 
methods and DCNNs are known for their capability 
to extract complex features from data, but they can 
be computationally intensive and require extensive 
training resources. CNNs, while less complex, may not 
capture long-range dependencies as effectively. AE-CNN 
integrates autoencoders to improve feature extraction, 
whereas VDSNet offers probabilistic predictions but 
with added complexity. eKNN with ACO enhances 
k-NN through optimization but may struggle with high-
dimensional data. Ensemble Learning combines multiple 
models for improved accuracy but can be computationally 
demanding. 3DDCNN extends CNNs to three dimensions, 
useful for volumetric data but requiring significant 
resources. Our method shows superior performance 
in specific aspects, particularly in handling imbalanced 
data and achieving high accuracy across various datasets, 
offering a more efficient and robust solution for cancer 
detection.

To evaluate the proposed method and compare its 
performance with other methods, Table 3 compares 
the proposed method with other methods based on 
accuracy metrics. As evident from the results in the 
table, the proposed method demonstrates better 
performance compared to other methods. The proposed 
method exhibits at least 0.03 and up to 25 percent 
better performance compared to other methods. This is 
particularly significant given that the dataset used exhibits 
class imbalance. Additionally, the dataset used in this 
paper contains 5 classes, whereas other methods may 
have utilized datasets with only two classes. Therefore, the 
proposed method, considering the classification of data 
into more classes and the imbalance in the data, shows 
superior performance compared to other methods.

Conclusion
This article introduces a method for cancer disease detection 
based on medical IoT data for clinical measurements 
in predictive care systems, employing a transformer 
model and the Harris Hawk optimization algorithm. 
Leveraging transformer architectures, the proposed 
model can analyze various streams of medical IoT data, 
including medical images, to extract complex patterns 
and temporal dependencies inherent in cancer diagnosis, 
thus improving prediction accuracy and timeliness. 
Additionally, by utilizing the Harris Hawk optimization 
algorithm for feature selection, the model enhances its 
performance by extracting relevant features from medical 
images. The proposed method was compared with various 
other approaches based on different evaluation criteria, 
demonstrating its superiority. However, deploying such 
a model poses challenges such as data privacy concerns, 
model interpretability, and integration with existing 
healthcare infrastructure. Also, our proposed model has Fig. 7. The loss plot of the Transformer neural network for the training 

and validation datasets
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Fig. 8. ROC curve construction for the Random Forest (a) and XGBoost (b) classifiers.

Fig. 9. The maximum and average fitness functions of the Harris's hawks.

Table 3. Comparison with other methods on the dataset

Method Class Accuracy (%)

Deep learning 20 2 89.5

DCNN 21 2 93.64

CNN 22 2 98

AE-CNN 23 2 80.29

VDSNet 24 2 73

eKNN with ACO 25 2 97.5

Ensemble learning 26 2 98.56

3DDCNN 27 2 98.51

Proposed method 5 98.53
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several limitations that need to be addressed. One key 
limitation is its sensitivity to data quality; the model's 
performance can significantly decline when trained on 
noisy or low-quality data, which is common in real-world 
clinical settings. Additionally, the model has primarily 
been tested on a specific type of cancer and may not 
generalize well to other types, particularly those with 
different imaging characteristics or biological behaviors. 
Variations in imaging modalities, such as differences in 
MRI or CT scan settings, can also impact the model's 
effectiveness, requiring further validation across diverse 
datasets and clinical environments to ensure robustness 
and generalizability. Future work can address these issues 
by incorporating more diverse datasets, including those 
with varied data quality and different types of cancers. 
Exploring multi-modal imaging data and enhancing the 
model’s robustness to noisy data can further improve 
its performance. Additionally, developing methods to 
adapt the model to different imaging modalities and 
clinical settings will be crucial for advancing its practical 
applicability.
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